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Introduction

Google has become a central object of study for digital media scholars due to the power and

impact wielded by the necessity to begin most engagements with social media via a search

process, and the near-universality with which Google has been adopted and embedded into

all aspects of the digital media landscape to respond to that need.  Therefore, the near-

ubiquitous use of search engines, and Google, in particular, in the United States demands a

closer inspection of what values are assigned to race and gender in classi�cation and web

indexing systems and the search results they return. It also calls for explorations into the

source of these kinds of representations and how they came to be so fundamental to the

classi�cation of human beings. In this research, I am interested in knowing two things: what

kinds of results do Google’s search engine provide about Black girls when keyword searching,

and what do the results mean in historical and social contexts? I also want to know in what

ways does Google reinforce hegemonic narratives. To answer these questions, I use Critical

Discourse Analysis as a method to explore the ways that Google Search results on the words

“Black girls” discursively re�ect hegemonic social power and racist and sexist bias. This

research points toward a type of cultural hegemony within Google’s results on racialized and

gendered identities, which prioritize the interests of its commercial partners and advertisers,
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rather than rendering the social, political and economic interests of Black women and girls

visible.

It is dominant narratives about the objectivity and popularity of web search results that make

misogynist or racist search results appear to be natural. Not only do they seem “normal” due

to the technological blind spots of users who are unable to see the commercial interests

operating in the background of search (deliberately obfuscated from their view), they also

seem completely unavoidable because of the perceived “popularity” of sites as the factor that

li�s websites to the top of the results’ pile. Furthermore, general belief in myths of digital

democracy emblematized in Google and its search results means that users of Google give

consent to the algorithms’ legitimacy through their continued use of the product, despite its

ine�ective inclusion of websites that are decontextualized from social meaning, and Google’s

wholesale abandonment of responsibility for its search results.

To start revealing some of the processes involved, it is important to think about how results

appear. Although one might believe that a query into a search engine will produce the most

relevant and therefore useful information, it is actually predicated upon a matrix of ways in

which pages are hyperlinked and indexed on the web, which has been carefully detailed by

Mark Levene.  Rendering web content (pages) �ndable via search engines is an expressly

social, economic, and human project —in which this goal is turned into a set of steps

(algorithm) implemented by programming code, and then naturalized as “objective.” This

process is algorithmic, scienti�c and mathematical by virtue of the procedural and

mechanistic practices of tracing links among pages and legitimated as a process of “voting.”

For the most part, many of these processes have been automated or they happen through

Graphical User Interfaces (GUIs) that allow people who are not programmers (i.e. not working

at the level of coding) to engage in sharing links to and from websites.

Research shows that users typically use very few search terms when seeking information in a

search engine and rarely use Advanced Search queries, as most queries are di�erent from

traditional o�ine information seeking behavior.  This front-end behavior of users appears to

be simplistic. However, the information retrieval systems are complex, and the formulation of

users’ queries involves cognitive and emotional processes that are not necessarily re�ected in

the system design.  In essence, while users use the most simple queries they can in a search

box because of the way interfaces are designed, this does not always re�ect how search terms

are mapped against more complex thought patterns and concepts that users have about a

topic. This disjunction between, user queries and their real questions on the one hand, and

information retrieval systems on the other, makes understanding the complex linkages

between the content of the results that appear in a search, and their import as expressions of

power and social relations of critical importance. Additionally, the public generally trusts
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information found in search engines. Yet, much of the content surfaced in a web search in a

commercial search engine is linked to paid advertising, in part, which helps drive it to the top

of the page rank,  and searchers are not typically clear about the distinctions between “real”

information and advertising.

Racial and gender bias in Google search

Search is one of the most under-examined aspects of power and consumer protections online,

and regulation in the provision of information to the public through the Internet.  I contend

that there is value in expanding the discourse about search engine results by examining its

intersecting racial and gendered bias. By taking a deep look at a snapshot of the web, at a

speci�c moment in time and interpreting the results against the history of race in U.S. society,

there is an opportunity to make visible processes that are biased in their impact, but obscured

through the rhetoric of technology’s neutrality and popular acceptance in being merely a tool

for human use.   Therefore, this study is theoretically concerned with using critical race

theory  and Black feminism,  to examine the commercial co-optation of keywords on Black

identity. Google and other information monopolies like it have the ability to prioritize web

search results based on a variety of interests.  In this case, the clicks of users coupled with the

commercial processes that allow paid advertising to be prioritized in search results mean that

representations of women (particularly Black women who are codi�ed as “girls”) are

frequently ranked on a search engine page in ways that underscore their lack of status in

society. Although I have collected searches on many racialized and gendered identities in the

United States, the scope of this article is limited to a discussion of a search on “Black girls.”

Certainly, there are many misrepresentations of identity in commercial search, and

comparisons and critical analysis of these identities will be the subject of future research.

Searches on girls of color, as demonstrated by the speci�c discussion of Black girls, show the

ways in which membership in gendered and racialized groups is highly sexualized and even

stigmatized. This is not unlike the ways in which men, boys and Whites are characterized or

represented, as even these are not without challenge due to lack of historical and social

context for the nuances and importance of identity. My research is focused on leveraging the

knowledge stemming from the digital humanities and social sciences to improve upon how

identity information is portrayed in search engines, free from commercial in�uence,

constraint and co-optation. Moreover, and this close reading of Black girls is intended to

inform our recognition that there are problems with the way in which community based

identities are unprotected and continually subject to the in�uence of commercialization.

Google’s algorithmic practices of biasing information toward the interests of the powerful

elites in the United States,  while at the same time presenting its results as generated from

objective factors has resulted in a provision of information that perpetuates the
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characterizations of women and girls through misogynist and porni�ed websites. Stated

another way, it can be argued that Google functions in the interests of its most in�uential (i.e.

moneyed) advertisers or through an intersection of popular and commercial interests. Yet

Google’s users think of it as a public resource, generally free from commercial interest —this

fact likely bolstered by Google’s own posturing as a company for whom the informal mantra,

“Don’t be evil,” has functioned as its motivational core.

Further complicating the ability to contextualize Google’s results is the power of its social

hegemony.   At the heart of the public’s general understanding and trust in commercial

search engines like Google, is a belief in the neutrality of technology—a technologically

deterministic blind spot to the embedded social values in technology design itself—which

only obscures our ability to understand the potency of misrepresentation that further

marginalizes and renders the interests of Black women, coded as girls, invisible. On its own,

commercial search does not provide appropriate social, historical, and contextual meaning to

those who historically have been portrayed in racialized and hyper-sexualized ways. In this

study, the reader will �nd a more meaningful understanding of the kind of harm that such

limitations can cause for users reliant upon the web as an artifact of both formal and informal

culture.

Online racial disparities cannot be ignored in search because it is part of the organizing logic

within which information communication technologies proliferate, and the Internet is both

reproducing social relations and creating new forms of relations based on our engagement

with it. Search technologies themselves and their design do not dictate racial ideologies;

rather, they both re�ect and re-instantiate the current social climate and prevailing social and

cultural values. As users engage with technologies like search engines, they dynamically co-

construct content within the technology itself.   For example, clicking on links and

hyperlinking websites together is one way of a�ecting search results—but only one. Results

are partially a matter of algorithms, which include the ways that users have engaged with sites

in the past. Online information and content available in search is also structured systemically

by the infusion of advertising revenue and the surveillance of user searches, over which the

subjects of such practices have very little ability to reshape or reformulate.

Hyper-visibility as a Means of Rendering Black Women and Girls Invisible Online

The potency of Google is that it functions as the dominant “symbol system” of society due to

its prominence as the most popular search engine to date, and through its market

dominance.  Yet, rather than �nd access to empowerment on the �rst page of search, we �nd

another site of struggle. The narrative of Black girls as pornographic object diminishes the

prioritization of feminist knowledge and information in commercial search.
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Black Feminist scholars are increasingly looking at how Black women are portrayed in the

media across a host of stereotypes, including pornography, and I am adding to this tradition

by looking at the web.  Jennifer C. Nash foregrounds the complexities of Black women and

pornography in ways that are helpful by theorizing that the ways in which Black women are

sexualized is contingent upon racist narratives, which are both historical and pro�table.  As a

result, Black feminists have typically aligned with anti-pornography rhetoric and scholarship

to respond to this phenomenon.  While this research is not a speci�c study in the nuances of

Black women’s agency in Internet pornography, which Mireille Miller-Young has covered in

detail, or the virtues and problematics of pornography;  in general, this literature is helpful

in explaining how women are displayed as pornographic search results. I therefore integrate

Nash’s expanded views about racial iconography into a Black feminist visual studies

framework to help interpret and evaluate the Google search results.   These iconic

representations can be seen over time in Fig. 1.

Figure 1. One dominant narrative stereotype of Black women: The Jezebel Whore, depicted in more than
100 years of cultural artifacts. Source: Jim Crow Museum of Racist Memorabilia at Ferris State
University.

It is important then to locate the current online narratives in historical and social context,

which I believe re�ect the furthering of hegemonic, dominant narratives of Black women as

hypersexualized and oversexed, and serve as a silencing mechanism in the e�orts to gain

greater social, political, and economic agency. Speci�cally, cultural images and symbols inject
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dominant social biases into search engine results by transmitting a coherent set of meanings

that evolve historically. By foregrounding pornography as the most important or meaningful

kind of information about Black women, as Google did in the 2011 rankings I have examined,

these narratives are made most meaningful.

In the �eld of Internet and media studies, much of the research interest and concern of

scholars about harm in imagery and content online has been framed around the social and

technical aspects of addressing Internet pornography, but less so about the existence of

commercial porn, which is a less desirable subject of study.  As a result, Black women and

girls are both under-studied by scholars and associated with “low culture” forms of

representation.   This blind spot in research is directly linked to the positionality of Black

women and women of color as less suitable subjects of inquiry in scholarly publishing, in

general.

The porn industry was valued at $96 billion in 2006 and encompasses an estimated 420

million pages of porn on the Internet, 4.2 million websites dedicated to porn, and 68 million

search engine requests for porn every day.   There is a robust political economy of

pornography, which is an important site of commerce and technological innovation that

includes �le sharing networks, video streaming, e-commerce and payment processing, data

compression, search, and transmission.   Gail Dines discusses this web of relations that she

characterizes as stretching “from the backstreet to Wall Street.”   Black women are more

racialized and stereotyped in pornography—explicitly playing o� of the media

misrepresentations of the past, and leveraging the notion of the Black woman as “ho” through

the most graphic types of porn in the genre. Miller-Young underscores the fetishization of

Black women that has created new markets for porn, explicitly linking the racialization of

Black women in the genre, as evidenced in the kinds of representations Google surfaced to the

top.

Women’s bodies serve as the site of sexual exploitation and representation under patriarchy,

but Black women serve speci�cally as the deviant of sexuality when mapped in opposition to

White women’s bodies.  Identities of Black women and black girls are a pro�table site of

taboo sexuality  and are positioned as a type of “truth” based on public trust in the credibility

of Google search.  bell hooks details the ways that Black women’s representations are o�en

porni�ed by White and patriarchally-controlled media, and that, while some women are able

to resist and struggle against these violent depictions of Black women, others co-opt these

exploitative vehicles and expand upon them as a site of personal pro�t.  Miller-Young’s

research on the political economy of pornography is important to understanding how Black

women are commodi�ed through the “‘porni�cation’ of hip-hop and the mainstreaming and

‘diversi�cation’ of pornography.”
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The web itself has opened up new centers of pro�t and pushed the boundaries of

consumption. Never before have there been so many points for the transmission and

consumption of these representations of Black women’s bodies. It is in this tradition, then,

that studying the discursive realm of text, image, and meaning prioritized in web search can

be bene�cial to studying race and gender on the Internet. This, coupled with the advertising

costs associated with racial and gender identities brokered by Google can help make sense of

the trends that make Black women and girls’ sexualized bodies a lucrative marketplace on the

web. In this case, I contextualize porn on the Internet as an expansion of capitalist interests.

The Reproduction of Racialized and Gendered Power Relations

Noticeably absent in the discussions of Google’s near-monopoly status is the broader, social

and technical interplay that exists dynamically in how technology is increasingly mediating

public access to information, from libraries to the search engine. Lack of attention to the

current exploitative nature of online keyword searches only further entrenches the

problematic misrepresentations in the media for women of color, since the Internet and its

landscape o�er up and eclipse traditional media distribution channels, and serve as a new

infrastructure for delivering all forms of prior media: television, �lm, and radio, as well as new

media which are more social and interactive. Taking these old and new media together, it can

be argued, as Jessica L. Davis and Oscar H. Gandy do, that the Internet has signi�cant

in�uence on forming opinions on race and gender.  Representations of women and people

of color in the traditional mass media, akin to those I discuss here in search results, have been

problematized by many scholars   and the Internet is part of the landscape of new media

where race and representation are being investigated.  Despite the rhetoric of freedom, and

the contradictions that Wendy Chun articulates in her work on how the Internet has been sold

as a source of freedom,  the reorganization of economic and social relations in the shi� from

the industrial to “information society” has led to even more uneven distributions of capital

around the globe and a reconstitution of social and economic relations predicated upon

“information haves and have nots.”  What this analysis underscores is that biased traditional

media processes are being replicated, if not more aggressively, around Black girls (and

women’s) misrepresentations in search. This is important because the web has been embraced

as a liberating tool in the age of digital technology. Information, knowledge, and culture are

central to human freedom and human development. How these are produced and exchanged

in our society critically a�ects the way we see the state of the world as it is and might be; who

decides these questions; and how we, as societies and polities, come to understand what can

and ought to be done.

In fact, many aspects of these uneven distributions of power are predicated upon racialized

and gendered practices—from extraction practices in the making of microchip processors, to
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computer hardware manufacturing through the disposal of e-waste. These practices are o�en

hidden from view and rendered invisible. Sarah T. Roberts’ research underscores, for

example, the various hidden aspects of digital labor that are o�en racialized and gendered in

video content moderation—a key service used by giant media companies like Facebook or

Google’s subsidiary, YouTube.  She notes that practices of determining which kind of content

(video) is allowed to proliferate in online commercial spaces, which:

…introduces the existence of actors unknown to and unseen by the vast majority of end-

users who are nevertheless critical in the production chain of social media-making

decisions… It paints a disturbing view of an unpleasant work task that the existence of

social media and the commercial, regulated Internet, in general, necessitate.

These labor pools are o�en racialized and gendered, as are the values upon which moderation

takes place. What this work underscores are the myriad ways that decision-making processes

are happening within the platform, via both human and algorithmic protocols and other

human interventions.

Roberts’s research intersects the �ndings of this study by pointing to how the results that

surface on the web in commercial spaces like Google are not neutral processes—they are

linked to human experiences, decision-making, and culture. Amidst a host of complaints

about the lack of transparency in Google’s search technology, the company released an

infographic in early 2013 on how its algorithm works.   The company explained that it

currently indexes over 30 trillion web pages through hyperlinks, sorts the content based on

more than 200 factors, and �lters out spam to ensure high quality information is provided in

its search technology. What is important about this latest information release from Google is

its acknowledgement that its employees make programs and algorithms in “The Search Lab”

and that the ideas for search are a product not of the algorithm on its own (as it suggests in its

explanation for why we get objectionable content on some searches ) but as a product of its

engineers.

Search is Not Democratic for Black Women and Girls

There are many myths about Internet search engines that proliferate, including the notion

that what rises to the top of the information pile is strictly what is most popular as indicated

by hyperlinking. Indeed, what is most popular on the web is not necessarily what is most

trustworthy or truthful. It is on this basis I contend there is work to be done to contextualize

and reveal the many ways that Black women are framed in sexist language that renders them

“girls” and misrepresented commercial search. This warrants an exploration into the

complexities of whether the content surfaced is a result of popularity, credibility,
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commerciality—or even a combination thereof. Borrowing from Matthew S. Hindman’s

critique of the �awed logic that web results are the result of democratic processes (e.g., we vote

with our clicks and only what is most popular rises to the top),  the outcome of the searches I

studied in 2011 would suggest that both sexism and pornography were, at that time, the most

“popular” values on the Internet when it came to women, especially Black women and Black

female children. In reality, there is more to result-ranking than just how we vote with our

clicks  and various expressions of sexism and racism are related, as my research shows.

At the time this study was conducted, Google had not yet launched its new “personalization”

tools which are designed to incorporate past search histories and help shape and tailor search

results based on past places that have been visited online, so it is important to understand how

this new protocol by Google might impact future results. A 2011 study by Martin Feuz,

Matthew Fuller, and Felix Stalder found that personalization is not simply a service to users,

but rather a mechanism for better matching consumers with advertisers, and that Google’s

personalization or aggregation is about actively matching people to groups; that is,

categorizing individuals.  Personalization is, to some degree, giving people the results they

want based on what Google knows about its users, but it is also generating results for viewers

to see that Google calculates might be good for its advertisers. As a result of these practices,

increasing attention is being paid to how the Internet acts as the space within which the

attention, desires, and free labor of users are harnessed into surplus value.  This new wave of

digital interactivity, and its blind spots, is on the minds of many critical communications

scholars, and has been an extensive site of inquiry about labor and the digital age.

Not only do search engines o�en track and remember the digital traces of where we have

been and what links we have clicked in order to provide more custom content (a practice that

has begun to gather more public attention a�er Google announced it would use past search

practices and link them to users in its privacy policy change in 2012 ), but search results also

vary depending on whether �lters to screen out pornography are enabled on computers.

Information that surfaces to the top of the search pile is not exactly the same for every user in

every location, and a variety of commercial advertising, political, social, and economic

decisions are linked to the way search results are coded and displayed. At the same time,

results are generally quite similar, and complete search personalization—customized to very

speci�c identities, wants and desires—had yet to be developed in 2011. Personal-identity

personalization has less impact on a variation in results than generally believed by the

public.

Understanding Identity Online
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This research focuses on the capture of search results at one moment in time, and I use

Critical Discourse Analysis as a method to make sense of what it means to get such results.

Although I am focusing on Black women and girls, I try to resist the notion of essentializing

the racial and gender binaries; however, I do acknowledge that the discursive existence of

these categories, “Black” and “women/girls,” is shaped in part by power relations in the United

States that tend to essentialize and reify such categories. Thomas Nakayama and Robert

Krizek discuss the possibilities for understanding how racial identities are constructed and

otherized in relation to largely under-examined sites of White identity.   In seeking this

object of analysis, I am actively engaging in an e�ort to unveil the hegemonic ways in which

intersecting racialized and gendered identities are portrayed and legitimated through Google

search. André Brock adds that “the rhetorical narrative of ‘Whiteness as normality’ con�gures

information technologies and so�ware designs” and is reproduced through digital

technologies.  Thus, hegemonic discourses about the hypersexualized Black woman, which

exist o�ine in traditional media, are instantiated online as evidenced by my discussion of

search results in Google.

The following screen shot [Fig. 2] was captured on September 18, 2011 and re�ects the way in

which results were prioritized from Google’s indexed pages on the web:
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Figure 2. Search on the keywords Black Girls on September 18, 2011

In Fig. 2, Black girls are sexualized or porni�ed in half (50%) of the �rst ten results on the

keyword search “Black girls.” Only three of ten results (30%) are blogs focused on aspects of

social or cultural life for Black women and girls. One of the �rst ten results is a U.K. music

band comprised of White men, and is coded as non-racial and non-gendered.

What these results point to is the commodi�ed nature of Black women’s bodies on the web—

and the little agency that Black female children (girls) have had in securing non-porni�ed

narratives and ideations about their identities on the �rst page of search engine results. These

results can be thought of as a visible representation of the ways in which Black girls as a sector

of society are represented on any given day in Google’s search process.  It is plausible at any

given moment under the current search engine mechanism at play that other results might be

prioritized. In fact, a year prior to this search, in 2010, the website www.hotblackpussy.com

was the �rst result in a search on the term “Black girls.” By the end of 2012, Google’s algorithm

had changed or search optimization techniques had been employed and the results had

shi�ed to www.blackgirlsareeasy.com. As these results shi� over time, what is clear is that the

relationship between advertising and keywords, and that there is a lack of broader agency that

http://ivc.lib.rochester.edu/wp-content/uploads/2013/10/SNoble_Fig2.jpg
http://www.hotblackpussy.com/
http://www.blackgirlsareeasy.com/


exists at the abstracted level of community or group for women to in�uence their porni�ed

representations.

A Critical Approach to Search

This raises questions about who owns identity and identity markers in cyberspace, and

whether racialized and gendered identities are ownable property rights that can be contested

in cyberspace. One can argue, as I am, that social identity is both a process of individual actors

participating in the creation of identity, but also a matter of social categorization that happens

at a socio-structural level and as a matter of personal de�nition and external

de�nition.   According to Mary Herring, Thomas B. Jankowski and Ronald E. Brown, Black

identity is de�ned by an individual’s experience of common fate with others in the same

group.   The questions of speci�c property rights to naming and owning content in

cyberspace are an important topic.  I argue that racial markers are a social categorization that

is both imposed and adopted by groups.  Thus, racial identity terms could be claimed as the

property of such groups, much the way Whiteness has been constituted as a property right for

those who possess it.  This is a way of thinking about how mass media has co-opted the

external de�nitions of identity —racialization —which also applies to the Internet and its

provision of information to the public:

Our relationships with the mass media are at least partly determined by the perceived

utility of the information we gather from them… Media representations play an important

role in informing the ways in which we understand social, cultural, ethnic, and racial

di�erence.

Davis and Gandy argue that media have a tremendous impact on informing our

understandings of race and racialized others as an externality—but this is a symbiotic process

that includes internal de�nitions that allow people to lay claim to racial identity.  Critical

Race Theory and critical discourse analysis allows for a deeper reading of what it means for

identity to be in the dialectical tension between the struggles for social justice organized

around collective identities and histories, and the commercialization of such identities to sell

products, services, and ideologies in an e�ort to accumulate greater pro�ts.

Using Critical Race Theory as a framework for implementing Norman Fairclough’s critical

discourse analysis means that I focus on the signi�ers that make up a text, the speci�c

linguistic selections that are apparent, the way in which they are juxtaposed, the sequencing

and layout on the page and so on.  According to Fairclough, the study of texts and images

and the discursive ways they are used to represent people is important because it has direct

impact on what the receptive public believes.   Images and the visual culture in the United
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States are critical to the shaping of identity. This is not to say that people do not have agency

in re-shaping and re-constituting identity through texts, institutions, organizations, political

action, and other such engagements. However, what Fairclough stresses is the causal e�ect of

visual texts on belief—as they “contribute to establishing, maintaining and changing social

relations of power, domination and exploitation.”   This critical view on ideology is a

fundamental part of understanding how to evaluate texts and images beyond the descriptive

content analysis methods that can report the kinds of words that appear in a URL, sentence

description, or advertisement, but fall short of being contextualized in terms of power or

domination among various social groups.   Moreover, Mikhail Bakhtin elucidates this idea

that “utterances” are deeply embedded in speci�c cultural contexts:

The linguistic signi�cance of a given utterance is understood against the background of

language, while its actual meaning is understood against the background of other concrete

utterances on the same theme, a background made up of contradictory opinions, points

of view and value judgments—that is precisely that background that, as we see,

complicates the path of any word toward its object.

Indeed, the text and images on a web page also constitute “utterances” in the Bakhtinian sense,

and they operate and are positioned in a deeper context of racist and sexist cultural

representations and mischaracterizations of Black women and children over the course of

centuries.

By comparing the results and ads on the search for “Black girls” to broader social narratives

about Black women and girls in the dominant U.S. popular culture, we can see the ways in

which search engine technology replicates and instantiates derogatory notions. These

discourses include narratives of Black women as a series of historical and modern stereotypes

such as “Jezebel,” “Sapphire” and the “Mammy,”   which are o�en met with resistance by

Black women and girls, and simultaneously, woefully internalized.   During slavery,

stereotypes were used to justify the sexual victimization of Black women by their property

owners, given that under the law, Black women were property and therefore could not be

considered victims of rape. Manufacture of the Jezebel stereotype served an important role in

portraying Black women as sexually insatiable and gratuitous.

Understanding the power relations embedded in texts includes examining the actors involved.

In the case of looking at Internet search, I concede that there are a number of actors and

artifacts: the producers of websites, the words or text chosen for the URL, sentence

descriptions and advertisements, search engine algorithms and optimizers, media

conglomerates, advertisers, and search engine users who come across search results—all of

which are involved in the production of meaning.  Published text and images on the web can
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have a plethora of meanings, so attention must be paid to the implicit and explicit messages

about Black women as girls in both the texts of Internet search results or hits and the paid ads

that accompany them on the web page.

Analyzing Discursive Representations: Black Girls as Commodity Objects

There are theoretical ways to contextualize and analyze what it means to be characterized

through texts and images and how this is an expression of power relations. Michel Foucault

o�ers a meaningful way to think about the ways that discourse is located in “external

conditions of existence, for that which gives rise to the chance series of these events and �xes

its limits.”  The porni�cation of identity, or its co-optation by industries that can pro�t from

it, are given rise from the current conditions upon which information access on the web is

largely a commercial venture in search. The conditions of Black women identities (as girls) are

also conditioned by the long history of media misrepresentation. Therefore, in my analysis of

search results, I do not look deeply at what advertisers or Google may be intending to do.

Instead, I focus on the social conditions that surround the lives of Black people as they have

been a�ected by conditions that allow such representations to come to the fore. In order to

more fully comprehend the Foucauldian call for an examination of the “external conditions

of existence,”  Barney Warf and John Grimes explore the counter-hegemonic discourses of

the Internet by noting the stable hegemonic notions of the web, which have persisted, and are

part of the external logic that buttresses and obscures social aspects of the web:

Much of the Internet’s use, for commercialism, academic, and military purposes,

reinforces entrenched ideologies of individualism and a de�nition of the self through

consumption. Many uses revolve around simple entertainment, personal communication,

and other ostensibly apolitical purposes… particularly advertising and shopping but also

purchasing and marketing, in addition to uses by public agencies that legitimate and

sustain existing ideologies and politics as “normal,” “necessary,” or “natural.” Because most

users view themselves, and their uses of the Net, as apolitical, hegemonic discourses tend

to be reproduced unintentionally…Whatever blatant perspectives mired in racism, sexism,

or other equally unpalatable ideologies pervade society at large, they are carried into, and

reproduced within, cyberspace.

One way of evaluating the quality of Google’s search results on identity is to try to make sense

of identity markers and the results found in search against what Foucault might characterize

as part of the logic of the web. Brock characterizes these transgressive practices that couple

technology design and practice with racial ideologies “as a social structure, represents and

maintains White, masculine, bourgeois, heterosexual and Christian culture through its

content…. These practices neatly recreate social dynamics online that mirror o�ine patterns
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of racial interaction by marginalizing women and people of color.”  What Brock  points to is

the way in which discourses about technology are explicitly linked to racial and gender

identity—normalizing Whiteness and maleness in the domain of digital technology and as a

presupposition for the prioritization of resources, content, and even the design of

information and communication technologies.

I use Fairclough’s critical discourse analysis model, which involves text analysis (description),

processing analysis (interpretation) and social analysis (explanation). I looked at the page of

search results and I clicked on the links to understand more deeply the content that these

headlines, URLs and sentences are describing:

Figure 3. First result on the �rst page of a keyword
search for Black girls in Google search engine on
09/18/11.

In the text for the �rst result [Fig. 3], the word “pussy,” as a noun, is used four (4) times to

describe Black girls. This necessitates an examination of the process by which the search result

is being produced and received. Another way of processing meaning and interpreting the text

as described above is to click on the links to see if the content of the site being described is

accurately re�ected in the description, URL and headline:
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Figure 4. First page (partial) of results on Black girls in a Google Search with �rst result detail and advertising.

In the case of the �rst page of results on Black girls, I clicked on the link for both the top

search result (unpaid) and the �rst paid result, re�ected on the right hand side bar, where

advertisers who are willing to spend money through Google AdWords™ are able to have their

content appear in relationship to these search queries [Fig. 4].   The advertising in

relationship to Black girls is hyper-sexualized and pornographic, even if it feigns to be dating

or social in nature. Additionally, some of the results like the U.K. rock band “Black Girls” lack

any relationship to Black girls. This is an interesting co-optation of identity, and because of

their fan following and possible search engine optimization strategies, they are able to secure

strong placement for the band’s fan site on the front page of Google.

What I am arguing is that it does not matter if searches for Black girls and porn are highly

popular, because a search on Black girls without including the word porn still gets you porn.

Because we cannot see Google’s algorithm to understand precisely why Black girls and porn

are linked, without including the term “porn” in the search, I am calling attention to what the

output is (the results), regardless of whether Google was intending a shortcut because of the

popularity of searching for Black girls (like many other women and girls’ identities), in 2011.

Further, if all the Black girls were involved in looking for themselves using the myth of digital
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democracy, they would still be outnumbered by porn searchers. Thus, their identity is subject

to control by people looking for porn, and porn searches do not even have to be explicit. It is

precisely this shortcut, if you will, of making porn and Black girls synonymous that I am

trying to point to as problematic for many women’s identities. I use the search for Black girls,

in this study, as an example that boldly illustrates the point. Make no mistake, however, there

are many identities that are grossly misrepresented in commercial search.

Co-optation of identity has been discussed in broad terms for many individuals and

communities alike. As such, practices like “Google-bombing” (also known as Google-washing),

where people co-opt contents or terms and redirect them to unrelated content, are impacting

both SEO (Search Engine Optimization) companies and Google alike.   While Google is

invested in maintaining quality of search results in PageRank™ and policing companies that

attempt to “game the system”—as Brin and Page foreshadowed—SEO companies do not want

to lose ground in pushing their clients or their brands up in PageRank™.  Google-bombing is

the practice of excessively hyperlinking to a website to cause it to rise to the top of

PageRank™, but it is also seen as a type of “hit and run” activity that can deliberately co-opt

terms and identities on the web for political, ideological, and satirical purposes. Bar-Ilan has

studied this practice to see if the e�ect of forcing results to the top of PageRank™ has lasting

e�ect on the result’s persistence, which can happen in well-orchestrated campaigns.  A recent

media spectacle of this nature is the case of Republican Senator Rick Santorum of

Pennsylvania, whose website and name was associated with insults in order to drive

objectionable content to the top of PageRank™.  Others who have experienced this kind of

co-optation of identity or less than desirable association of their name to an insult include

former President George W. Bush and pop singer Justin Bieber.

At the level of community identity co-optation, Vaidhyanathan chronicles recent attempts by

the Jewish community and Anti-Defamation League to challenge Google’s priority ranking to

the �rst page of anti-Semitic, Holocaust-denial websites.  So troublesome were these search

results that in 2011 Google issued a statement about its search process, encouraging people to

use “Jews” and “Jewish people” in their searches, rather than the seemingly pejorative term

“Jew”—claiming that they can do nothing about its co-optation by White supremacist

groups.  It is important to note that Google has conceded the fact that anti-Semitism as the

primary information result about Jewish people is a problem, despite its disclaimer that tries

to put the onus for bad results on the searcher. Equally troubling, in November of 2009, a

Google image search for Michelle Obama produced a Photoshopped image of the First Lady

as a monkey. Vaidhnayatan reminds us that rather than remove the image from its database,

Google again posted the disclaimer about o�ensive search results and skewed the algorithm to

push her image further down the image rankings.
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Without such limits on derogatory, racist, sexist or homophobic materials, Google allows its

algorithm—which is laden with “sociopolitics” —to stand without debate while it protests its

ability to remove pages or addresses these injustices as a function of its algorithm. I o�er that

we must revisit the socio-historical and commercial conditions that allow for some bodies to

be sold as sexual commodity while others are assumed into the role of consumer under the

organizing principles of the private sector and the heterosexual male gaze. In this case, Black

women coded as girls’ online identities have been put back on the auction block for sale to the

highest bidders or the most technically savvy at web optimization. The narratives of

neutrality and objectivity dissuade those with legitimate protests from powerfully arguing

over misrepresentation—a practice that o�en renders them invisible in having any e�ective

power. Under the current rhetoric of search fairness and objectivity, the seemingly neutral

algorithms by Google cannot be held responsible, nor can the authors of the mathematical

language of the web search tool.

When I evaluated the types of advertising on the right hand side of the page for the term

“Black girls” it became apparent that these, too, were situated in the socio-historical contexts

of systemic forms of racism and sexism that make plausible a space for such

misrepresentation to both exist, and be legitimated. All of the ads were pornographic or

hypersexual and featured Black women who appear to be adults o�ering sex as the product

for sale. This is how we are to make sense of the results and tie them to the conditions of

possibility which created them: the hypersexualization and hyper-visibility of Black girls as

sex commodities renders other possibilities of Black girls representations non-existent for,

“Without much exaggeration one could say that to exist is to be indexed by a search

engine.”   These conditions for such results are equally predicated upon the legacy of

domination over Black people in the United States,  the entrapments of rape culture under

patriarchy,  and the commodi�cation of women as pornographic objects.  Taken together,

they articulate the disturbing commercial viability of Black girls as web commodities.

Color-blindness and Neutrality as a Means of Silencing

Formulations of post-racialism presume that racial disparities no longer exist, within which

the color-blind ideology �nds momentum.   George Lipsitz suggests that the challenge to

recognizing racial disparities and the social (and technical) structures that instantiate them is a

re�ection of the possessive investment in Whiteness—the inability to recognize how

hegemonic ideas about race and privilege mask the ability to see real social problems.  In the

midst of the changing social and legal environment, inventions of terms and ideologies of

“color-blindness” disingenuously portend a more humane and non-racist worldview

alongside celebrations of “multiculturalism” and “diversity,”   which obscure structural and

social oppression in �elds like computer and information sciences that are shaping
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technological practices.  Despite these conventions and ideologies that attempt to obscure

the salience of race in the United States, a critical look at Google search tells a di�erent story

about representation and the forms of legitimacy that are conferred upon women’s identities.

What is crucial about keyword searching is that Blacks’ and women’s status o�ine is re�ected

in the constructs of the Internet. Speci�cally, claims that the U.S. society is moving toward

greater social equality are undermined by data that show a substantive decrease in access to

home ownership, education, and jobs—especially   for Black Americans.   Making race the

problem of those who are racially objecti�ed, particularly when seeking remedy from

discriminatory practices, obscures the role of government and the public to solve systemic

issues.

Central to these “color-blind” ideologies is a focus on the inappropriateness of “seeing race.”

In sociological terms, color-blindness precludes the use of racial information and does not

distinguish any classi�cations or distinctions.  Yet, despite the claims of color-blindness,

research shows that those who report higher racial color-blind attitudes are more likely to be

White, and more likely to condone or not be bothered by derogatory racial images viewed in

online social networking sites.  In the midst of re-energizing the e�ort to connect every

American, and to stimulate new economic markets and innovations that the Internet and

global communications infrastructures will a�ord, the real lives of those on the margin are

being re-engineered. New terms and ideologies make a discussion about such conditions

problematic, if not impossible. This rhetoric of post-racialism and colorblindness places the

onus of discrimination or racism on the individual, or in the case of Google, on the algorithm.

Rather than situating problems a�ecting racialized groups in social structures,  those who

call attention to the problems are made the problems themselves.

These explorations of web results on the �rst page of a Google search also reveal the default

identities that are protected on the Internet or are less susceptible to marginalization,

porni�cation, and commodi�cation. Don Heider and Dustin Harp showed that, in the early

days of the web, even though women comprised just slightly over half of Internet users, their

voices and perspectives were not as loud nor did they have as much impact online as those of

men.  Their research demonstrates how some users of the Internet have more agency and

can dominate the web, despite the utopian and optimistic view of the web as a socially

equalizing and democratic force.  Their research on the male gaze and pornography on the

web argues, consistent with Annette Kuhn’s argument that the Internet is a communication

environment that privileges the male,  pornographic gaze, and marginalizes women as

objects.  Consistent with other forms of pornographic representations, pornography both

structures and reinforces the domination of women.
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The previous articulations of the male gaze continue to apply to other forms of advertising

and media—particularly on the Internet, and this research expands the conversation about

the porni�cation of women on the web as an expression of racist and sexist hierarchies. When

these images are present, White women are the norm and Black women are over-represented,

while Latinas are under-represented.  T. A. Gardner characterizes the nature of the

depictions of Black women in pornography by noting, “pornography capitalizes on the

underlying historical myths surrounding and oppressing people of color in this country

which makes it racist.”  These characterizations translate from old media representations to

new media forms, which I have shown in this discrete artifact captured at one moment in

time.

The Internet has also been a contested space where the possibility of organizing women along

feminist values in cyberspace has had a long history.  Judy Wajcman contributes a feminist

framework for theorizing the ways in which information and communication technologies

are posited as the domain of men, marginalizing not only the contributions of women to ICT

development, but in using these narratives to further instantiate patriarchy.  For Wajcman,

men have used their control and monopoly over the domain of technology to further

consolidate their social, political and economic power in society: “Instead of treating artifacts

as neutral or value-free, social relations (including gender relations) are materialized in tools

and techniques. Technology was seen as socially shaped, but shaped by men to the exclusion

of women.”  Equally, the rendering of people of color as non-technical, the domain of

technology “belongs” to Whites, and reinforces problematic conceptions of African-

Americans.

The work of Wajcman and Anna Everett outlines the historical development of narratives

about women and people of color, speci�cally African-Americans. Each of their projects

points to the speci�c ways in which technological practices prioritize the interests of men and

Whites. For Wajcman, “people and artifacts co-evolve, reminding us that ‘things could be

otherwise,’ that technologies are not the inevitable result of the application of scienti�c and

technological knowledge…The capacity of women users to produce new, advantageous

readings of artifacts is dependent upon the broader economic and social

circumstances.”   Adding to the historical tracings that she provides about early African-

American contributions to cyberspace, Everett notes that these contributions have been

obscured by “colorblindness” in mainstream and scholarly media.   Institutional relations

predicated upon gender and race situate women and people of color outside of the power

systems from which technology arises. Dominance is mutually constituted within

technologies, and the marginalization of women and non-Whites is a byproduct of such

entrenchments, design choices, and narratives about technical capabilities.
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In the face of dominant narratives of the Internet as a mechanism for progress and

advancement,   and of increased pluralism through computer mediated

communications,   both of which notions have been contested,   I agree with previous

scholars that the structural inequalities of society are being reproduced on the Internet, and

that the quest for a race-, gender- and classless cyberspace could only “perpetuate and

reinforce current systems of domination.”   This includes reinforcing narratives of

commercial search engines as value-free, neutral sites on the web. More than ��een years

later, the present research corroborates past concerns about uneven racial and gender power

relations on the web.

Women, particularly Black women, are manifested on the Internet in search queries against

the backdrop of a White male gaze that functions as a monopolistic lenses on the U.S.

Internet. Group identity as invoked by keyword searches reveals this profound power

di�erential that is re�ected in contemporary U.S. social, political, and economic life. It begs

the question that if the Internet is a tool for progress and advancement as has been argued by

many media scholars, then, cui bono—to whose bene�t is it? Tracing these historical

constructions of race and gender o�ine provides more information about the context in

which technological objects like commercial search engines function as an expression of a

series of social, political, and economic relations that are o�en obscured in technological

practices.

Conclusion

The impetus for my work comes from theorizing Internet web search results from a Critical

Race Theory and Black Feminist Perspective; which means, I ask questions about the structure

and results of web searches in relationship to social justice—a standpoint that drives me to ask

di�erent questions than have been previously posed about how Google search works. This

study builds on previous research that looks at the ways in which both Whiteness and

racialization are a salient factor in various engagements with digital technology represented in

video games,  websites,  virtual worlds,  and digital media platforms.  A Black Feminist

and Critical Race Theory perspective o�ers an opportunity to ask questions about the quality

and content of racial hierarchies and stereotyping that appear in results from commercial

search engines like Google; it contextualizes them by decentering Whiteness and maleness as

the lens through which results about Black women and girls are interpreted. By doing this, I

am purposefully theorizing from a feminist perspective, while addressing o�en-overlooked

aspects of race in feminist theories of technology.

In this research, I sought to critique the political economic framework and representative

discourse that surround racial and gendered identities on the web. Traditional media
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misrepresentations have been instantiated in digital platforms like search engines, and web

search itself has been interwoven into the fabric of American culture. Although rhetorics of

the Information Age broadly seek to disembody users, or at least minimize the

White/majority hegemonic framework and backdrop of the technological revolution,

Blacks/African-Americans have embraced, modi�ed, and contextualized technology into

signi�cantly di�erent frameworks despite the relations of power expressed in the socio-

algorithms that privilege certain representations about Blackness and gender over others (e.g.,

a search of “Black girls”). I believe this study can open up a dialog about radical interventions

on socio-technical systems in a more thoughtful way that does not re-inscribe racist and sexist

images of women.  Search is, and will continue to be, contextually relevant with culture and

gender leading these identity formations among people of color in the United States.

Search engine optimization strategies and budgets are rapidly increasing to sustain

momentum and status for websites in Google search. David Harvey and Fairclough point to

the ways that the political project of neoliberalism has created new conditions and demands

upon social relations in order to open new markets—tensions I argue, in the case of search,

are at the expense of certain members of society, namely, non-majority and minority

populations.  This has negative consequences for maintaining and expanding upon social,

political, and economic organization around common identity-based interests–-interests not

solely based on race and gender, although these are stable categories through which we can

understand disparity and inequality.

In the case of Google searches conducted in 2011, there was a limited lens through which

Black girls and women could be represented on the �rst page of Google’s search engine

results, one that rendered the social, political, and economic aspects of Black women and girls’

lives largely invisible. Although the algorithm shi�ed the results on Black girls in August 2012,

other women and girls of color including Latinas and Asians are still hypersexualized and all

of these processes deserved detailed attention. These increasing trends in the unequal

distribution of wealth and resources, including assets online and control over credible

representative information in commercial search are contributing to a closure of public

debate and a weakening of democracy. These conditions are making discussions about

problematic results in commercial platforms a matter of litigation by individuals, but leave

little recourse for groups of people because of the ways in which hateful speech or harm must

be proven in court. Google is protected by its reliance upon corporate free speech or lack of

control over search results while simultaneously expanding its economic interests. This

unbridled expansion of commercial control over information and identity deserves attention,

especially as identity markers like, “Black girls,” are for sale on the web to the highest bidder.
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The near-ubiquitous use of search engines in the U.S. and perhaps worldwide, demands a

closer inspection of what values are assigned to race and gender in classi�cation and web

indexing systems, and warrants exploration into the source of these kinds of representations

and how they came to be so fundamental to the classi�cation of human beings. Commercial

search implodes when it comes to providing reliable, credible, and historically contextualized

information about women and people of color, especially Black women and girls, which

serves as a means of silencing Black women and girls as social and political agents.  Continued

study of these phenomena is an opportunity to contest the alleged neutrality of technology,

while creating new opportunities for social justice and fair representation online.
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